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Article Info  Abstract	

Article History:   Small Language Models (SLMs) offer a computationally efficient alternative toLarge Language Models (LLMs), enabling natural language processing (NLP)capabilities in resource-constrained and/or private environments such aspersonal computers, mobile devices, embedded systems, and real-time applications. However, SLMs face significant challenges related to factualhallucination, limited generalization, and degraded task performance due to theirreduced parameter capacity. This review provides a comparative analysis of current methods to mitigate hallucination and enhance performance in SLMs. Weconsider hallucination prevention techniques into five primary strategies:retrieval-augmented generation (RAG), instruction tuning and promptengineering, fact-checking and verification layers, calibration mechanisms, andfine-tuning with human feedback. In parallel, we explore performance enhancement methods including quantization, pruning, parameter-efficient tuning, knowledge distillation, mixture-of-experts architectures, and domain-adaptive training. A comparative evaluation highlights trade-offs between accuracy, compute efficiency, and deployment feasibility. We identify best-fit combinations of techniques for diverse real-world scenarios—ranging from mobile applications to safety-critical systems—and discuss integration challenges, sustainability concerns, and ethical implications. This work is aimed to introduceand compare methods for developing robust and efficient SLMs capable of reliabledeployment across varied NLP contexts.  
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1.	Introduction	Natural Language Processing (NLP) is a subfield of artificial intelligence concerned with the interaction between computers and human (natural) languages. Its development has spanned several decades, from rule-based symbolic approaches in the 1950s and 1960s to statistical models in the 1990s and, more recently, neural models that dominate the field today [1, 2]. Early systems relied heavily on handcrafted grammars and lexicons, which limited their scalability and adaptability. With the advent of machine learning, particularly supervised learning, NLP began leveraging large annotated corpora to learn statistical patterns for tasks such as part-of-speech tagging, named entity recognition, and machine translation. The transition to deep learning accompanied in the era of neural language models. Word embeddings such as Word2Vec [3] and GloVe [4] provided dense vector representations of 
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words, capturing semantic similarities. These were later surpassed by contextual embeddings produced by deep neural networks such as ELMo [5], BERT [6], and GPT [7, 8]. These models, especially the Transformer-based architectures, revolutionized NLP by enabling pretraining on massive text corpora followed by fine-tuning on specific downstream tasks. Large Language Models (LLMs) such as GPT-3 [9], PaLM [10] and GPT-4 [11] possess billions of parameters and exhibit emergent capabilities such as few-shot learning, reasoning, and dialogue generation. These models have become foundational in a variety of applications, including virtual assistants, summarization tools, and generative text engines. However, LLMs also face significant challenges. Main among them are computational inefficiency, high energy costs, and difficulties in deployment on edge devices [12]. Additionally, LLMs are known to hallucinate—i.e., generate fluent but factually incorrect or misleading outputs—which poses serious risks in real-world applications [13]. In response to the operational challenges posed by LLMs, the NLP community has seen renewed interest in Small Language Models (SLMs)—models with significantly fewer parameters that are tailored for efficient, cost-effective deployment. SLMs are often used in scenarios requiring low-latency inference, privacy preservation, or deployment on devices with limited computational resources such as personal computers, mobile phones or embedded systems [14]. Although smaller in size, SLMs can still achieve competitive performance on specific tasks when equipped with architectural and training optimizations [15]. However, SLMs are more prone to issues such as hallucination, reduced reasoning capacity, and brittleness across domains due to their limited parameter space. Addressing these issues is critical for expanding their utility and reliability in real-world applications. This review aims to provide a comprehensive overview of existing methods to prevent hallucination and enhance the performance of SLMs in NLP. Specifically, we: 
 Introduce and explain key hallucination mitigation techniques such as retrieval-augmented generation (RAG), instruction tuning, and post-hoc verification; 
 Examine performance enhancement strategies including parameter-efficient tuning (e.g., LoRA), quantization, pruning, and knowledge distillation; 
 Offer a detailed comparative analysis of these techniques based on their efficacy, computational cost, and suitability for different use cases; 
 Discuss when and how combinations of methods may be employed synergistically; 
 Address the question of whether the performance gains justify the additional resource overhead, particularly in low-resource environments. By focusing on SLMs, this review tries to fills a gap in the literature where most reviews tend to prioritize LLMs. We aim to equip researchers and practitioners with the insights needed to select and implement optimal strategies for building accurate, efficient, and responsible small language models. 

2.	Understanding	Hallucination	in	Language	Models	In the context of natural language generation (NLG), hallucination refers to the generation of output that is linguistically plausible but factually inaccurate, unverifiable, or misleading. Although hallucination affects models of all scales, its manifestations and impacts are often amplified in Small Language Models (SLMs) due to their reduced capacity and generalization ability [13]. 
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The taxonomy of hallucination can be divided broadly into two categories [16, 17]: 
 Intrinsic Hallucinations: These are errors introduced due to model misinterpretation or lack of understanding of the input context. The generated content contradicts or deviates from the input or ground truth. For example, in abstractive summarization, an intrinsic hallucination might involve the model fabricating an event that is not present in the source document. 
 Extrinsic Hallucinations: In these cases, the model generates information that is not explicitly supported or contradicted by the input. These statements may seem plausible but cannot be grounded in the provided data. This form of hallucination is particularly common when the model is prompted with underspecified queries or lacks external factual support. More recent studies have extended this classification to include fabricated references, nonsensical reasoning, and domain transfer hallucinations, especially in complex tasks such as dialogue generation, open-domain question answering, and summarization of long-form documents [18]. 
2.1	Causes	of	Hallucination	in	SLMs	While hallucination is a known issue even in large models like GPT-3 and PaLM, it is exacerbated in SLMs due to their constrained architecture, limited training data, and restricted contextual awareness[13]. Below are key contributing factors to hallucinations in SLMs: 
2.1.1	Limited	model	capacity	SLMs typically operate with tens to hundreds of millions of parameters, compared to the tens of billions in LLMs. This limitation reduces their ability to represent complex semantic relationships, long-range dependencies, and nuanced contextual signals [14]. As a result, SLMs often generalize poorly, especially in tasks requiring factual precision or cross-sentence coherence. 
2.1.2	Shallow	contextualization	and	shorter	attention	windows	Many SLMs are trained or fine-tuned with limited input context (e.g., 512 tokens or fewer), which constrains their ability to understand extended discourse or refer to multiple evidential sources. In multi-turn conversations or document-level summarization, this results in hallucinations due to the loss of grounding signals across segments [19]. 
2.1.3	Training	data	biases	and	incompleteness	Hallucinations often stem from gaps in training corpora or exposure to unreliable text [20]. Since SLMs are trained on a subset of what LLMs typically ingest, they may lack exposure to edge cases, rare facts, or formal domain-specific knowledge, increasing the risk of error in critical use cases such as biomedical NLP or legal summarization. 
2.1.4	Over‐reliance	on	statistical	priors	SLMs, like their larger counterparts, optimize the next-token prediction probability, leading them to generate text that is statistically probable rather than factually correct. This is particularly problematic when the model is asked for specific, non-frequent information that diverges from corpus norms, such as citing an uncommon journal article or describing niche technical concepts [21]. 
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2.1.5	Lack	of	external	grounding	Most SLMs do not include mechanisms for retrieval-augmented generation (RAG) or fact-checking modules that can verify their outputs against real-time knowledge sources. Without such grounding, these models are forced to rely solely on internal representations, increasing the likelihood of hallucinating when asked for factual information or summarizing ambiguous input [22]. 
2.1.6	Catastrophic	forgetting	in	fine‐tuning	When SLMs are fine-tuned for downstream tasks without care, they may "forget" previously learned knowledge due to the phenomenon of catastrophic forgetting [23]. This often results in hallucinations, especially when fine-tuning for domains with conflicting or newly introduced knowledge representations. 
2.2	Impacts	of	Hallucination	on	Downstream	Applications	The presence of hallucinations in SLM-generated content poses significant technical, ethical, and operational challenges, especially in applications where trust and accuracy are non-negotiable. In fields like medicine and law, where AI tools are increasingly deployed to generate summaries, case reports, or recommendations, hallucinated content can result in diagnostic errors, misinterpretation of legal precedents, and regulatory non-compliance  [24, 25]. SLMs deployed in low-resource clinical settings, if not robustly trained and evaluated, can propagate dangerous misinformation. When used in education, hallucinations can mislead learners with inaccurate explanations or fabricated references, undermining trust in automated tutoring systems or language learning assistants. These errors are often subtle and hard to detect, especially in SLMs trained on general-purpose data. For chatbots and digital assistants, hallucinations degrade user experience and erode trust. Users may take plausible-sounding but false statements at face value, particularly when the hallucinations are delivered fluently and confidently. In domains such as finance or insurance, this can have legal and reputational consequences [19]. Hallucinations contribute to content pollution when SLMs are used to generate or amplify content at scale, especially in social media or low-cost content farms. The ability of even small models to produce vast volumes of text means that low-quality or fabricated content can easily outpace human fact-checking and moderation efforts. 
2.3	Hallucination	Severity	in	Low‐Resource	vs.	High‐Resource	Settings	Hallucinations manifest with greater severity and frequency in low-resource environments, which include both data-scarce tasks and deployment scenarios with limited compute, memory, or connectivity. In such cases, the model's ability to access external grounding sources or undergo thorough fine-tuning is severely constrained. For example, in healthcare delivery in rural areas, SLMs may be deployed on mobile devices with minimal local data and no internet access. Without retrieval augmentation or updated knowledge bases, these models rely entirely on internal parameters trained on outdated or general-purpose corpora, thereby increasing their tendency to hallucinate  [19, 26]. In contrast, high-resource settings may integrate SLMs with supporting infrastructure like retrievers, validators, or human-in-the-loop supervision, allowing for multi-stage generation pipelines that mitigate hallucination. However, even in these settings, when computational priorities shift toward real-time response or user privacy, grounding mechanisms may be disabled, again increasing hallucination risk. This contrast suggests 
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that deployment context significantly shapes the impact of hallucinations, and that a one-size-fits-all solution is unlikely to suffice. Fine-grained trade-off analyses between computational cost, hallucination risk, and application criticality are necessary. 
2.4	Implications	for	Trust,	Safety,	and	Model	Evaluation	As hallucinations become a central concern in language model deployment, especially in SLMs intended for real-world use, the following implications must be considered: Even when hallucinations are rare, the inability to predict when a hallucination will occur erodes user trust. Trust calibration requires that users can distinguish between high- and low-confidence model responses, ideally through probabilistic output scores, uncertainty estimations, or fact-checking signals [27]. Unfortunately, most SLMs do not natively provide such mechanisms and must rely on auxiliary components. Current evaluation metrics like BLEU, ROUGE, or even BERTScore focus on fluency and lexical similarity, but fail to capture factual correctness [28]. Recent proposals such as FactCC [29], SummaC [30] and TruthfulQA [31] attempt to measure hallucination explicitly, but are primarily calibrated for large models. The lack of SLM-specific hallucination benchmarks limits both the diagnosis and mitigation of hallucination in these smaller models. For regulated industries or safety-critical applications, hallucinations may not only be unacceptable but also legally actionable. As such, regulatory bodies and enterprises are increasingly requiring explainability, traceability, and auditable decision-making in language models, including SLMs. This necessitates hallucination prevention not just as a technical fix but as part of a broader model governance strategy [32]. 

3.	Performance	Challenges	in	Small	Language	Models	

3.1	Memory	and	Computational	Constraints	A defining characteristic of Small Language Models (SLMs) is their architectural minimalism—typically comprising under a few billion to 500 million parameters, sometimes fewer than 100 million. While this parameter reduction provides benefits in terms of deployment efficiency, energy consumption, and latency, it inherently limits the model's ability to represent, store, and generalize over complex language patterns [14]. The compact size of SLMs reduces the breadth of linguistic and world knowledge that can be encoded in model weights. This becomes particularly evident in complex tasks requiring multiple reasoning steps, deep factual recall, or cross-document synthesis. Moreover, many SLMs must operate under stringent inference constraints in environments such as smartphones, microcontrollers, and edge devices. These settings often restrict the available RAM, storage bandwidth, and energy budget, forcing additional compromises like model quantization or the use of limited-context token windows [33]. Crucially, these limitations also restrict the use of advanced processing techniques such as ensemble methods, retrieval-augmented generation, or large-scale context chaining—all of which are feasible with LLMs but impractical or infeasible in SLM regimes [34]. As a result, SLMs often suffer from underfitting, especially in long-form text generation and tasks requiring structured reasoning. 
3.2	Limitations	in	Representation	and	Generalization	SLMs must learn to compress vast linguistic structures into compact parameter spaces, often resulting in weaker generalization performance on unseen or rare inputs. Unlike large models that possess significant capacity—allowing them to memorize and 
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interpolate from large corpora—SLMs operate near the threshold of their learning ability, making them more susceptible to data sparsity, task shift, and domain drift [35].  This leads to several concrete limitations: 
 Poor transfer learning: When pre-trained SLMs are adapted to new tasks or domains, they frequently exhibit catastrophic forgetting, where prior knowledge is overwritten by new information [23]. This is especially problematic in multi-domain deployments, where the same model must generalize across different styles, topics, or objectives. 
 Reduced contextual sensitivity: Due to smaller attention heads and fewer layers, SLMs often fail to model long-range dependencies in text, which are critical for tasks such as summarization, multi-hop question answering, or document-level sentiment analysis [36]. 
 Increased reliance on statistical priors: Because of insufficient learning capacity, SLMs tend to default to high-frequency or “safe” outputs from the training distribution, limiting creativity and adaptability in dynamic or evolving environments [37]. In practical applications, these limitations surface as bland, repetitive, or overly generic outputs, particularly in tasks requiring open-ended generation or abstraction beyond surface-level inputs. 
3.3	Trade‐offs	Between	Efficiency	and	Accuracy	A central tension in the design of SLMs is the trade-off between computational efficiency and model accuracy. While SLMs are designed to be lightweight and fast, these benefits often come at the cost of reduced performance on standard NLP benchmarks—especially on tasks requiring semantic nuance, factual grounding, or task-specific adaptation [38]. 
Trade‐off	1:	Latency	vs.	Expressivity	Models designed for fast response—such as those used in interactive systems or edge inference—are optimized for minimal latency, which often necessitates shallow networks, aggressive quantization, or pruning. These operations reduce the model’s expressive power and tend to impair output richness and contextual fidelity [39]. 
Trade‐off	2:	Generalization	vs.	Specialization	Highly compact SLMs trained for general use frequently underperform in domain-specific settings, such as legal, biomedical, or financial NLP [40]. Conversely, models fine-tuned for domain specificity may perform poorly on general language tasks [41]. Unlike LLMs, which can afford to retain multipurpose capacities, SLMs often face sharp trade-offs between domain specialization and task versatility [42, 43]. 
Trade‐off	3:	Interpretability	vs.	Optimization	Certain SLM configurations—such as those using low-rank approximations or distilled architectures—offer better interpretability due to their simpler structure, but may not perform optimally on complex tasks [14, 44]. This makes it challenging to strike a balance between transparency and task efficacy, particularly when explainability is a regulatory or business requirement. Overall, while SLMs hold promise for scalable and democratized NLP, their design is fundamentally constrained by these trade-offs. The implications are profound: achieving performance gains in SLMs requires clever engineering, tailored training regimens, and 
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often, external augmentation strategies—topics that will be discussed in subsequent sections. 
4.	Hallucination	Prevention	Techniques	The challenge of hallucination in Small Language Models (SLMs) has prompted a range of mitigation techniques. Unlike Large Language Models (LLMs), SLMs cannot rely on sheer scale to implicitly encode knowledge or reasoning paths. Instead, hallucination prevention in SLMs must be strategic, modular, and efficient, leveraging methods that compensate for their limited capacity. This section explores five key approaches used to address hallucination in SLMs. 
4.1	Knowledge	Grounding	and	Retrieval‐Augmented	Generation	(RAG)	Retrieval-Augmented Generation (RAG) is a prominent method that integrates SLMs with external knowledge sources to enhance factual consistency during generation. In this architecture, the model retrieves relevant documents or passages from a knowledge base in real time and tailors its generation on this external context [22]. This decouples the need to store factual knowledge within model parameters—an especially critical adaptation for SLMs with constrained capacity. For SLMs, retrieval modules are typically lightweight and may rely on sparse retrievers (e.g., BM25) or dense retrievers (e.g., DPR or ColBERT) [45–47]. When combined with efficient attention mechanisms (e.g., late fusion or shallow concatenation), RAG allows SLMs to produce more factually grounded outputs without expanding model size [22]. One implementation strategy involves embedding the retriever inside the inference pipeline, so each query dynamically retrieves the most relevant contexts. Studies have shown that even SLMs under 100M parameters can benefit from plug-and-play grounding, reducing hallucination rates in QA and summarization by 20–30% [19, 48]. However, RAG introduces dependencies on retrieval accuracy and latency, which may limit real-time applications or those operating in offline environments. 
4.2	Instruction	Tuning	and	Prompt	Engineering	Instruction tuning is a method where models are trained to follow task-specific prompts formulated as natural language instructions [49]. For SLMs, this technique enhances alignment with user intent and improves model behavior across tasks where factual accuracy is paramount. By carefully designing prompts—either manually or through automated prompt optimization—practitioners can steer the SLM toward safer, less hallucination-prone outputs. For example, explicitly instructing the model to “only answer if certain” or “cite supporting facts” can trigger internal constraints that limit speculative generation. Instruction tuning can be implemented through multi-task fine-tuning on datasets like FLAN, which include thousands of labeled instruction-following examples [50, 51]. For SLMs, this tuning process often yields disproportionate gains, effectively compressing task knowledge into fewer parameters and reducing hallucination without architectural changes. Prompt engineering, on the other hand, is a zero-shot or few-shot technique where hallucination is mitigated at inference time by controlling the prompt format, context framing, and output constraints [52]. Techniques such as prompt chaining, structured templates, and declarative framing have shown to reduce hallucination frequency, especially in summarization and QA tasks. 
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Nevertheless, instruction tuning requires access to curated datasets, and prompt engineering may lack robustness across diverse domains. 
4.3	Fact‐Checking	and	Post‐Generation	Verification	Another viable strategy for hallucination prevention is to evaluate and filter model outputs through automated fact-checking systems. These systems can operate as post-processing layers that assess whether a generated statement is supported by available evidence [53]. For SLMs, lightweight classifiers or entailment models—fine-tuned on verification datasets like FEVER or SciFact—can be used to score the factual consistency of generated text [54, 55]. This two-pass architecture ensures that hallucinated outputs are flagged, re-ranked, or rejected before delivery to users. Some frameworks also incorporate self-checking mechanisms, where the SLM itself is queried post-generation to verify its prior output. While promising, such methods require careful calibration to avoid recursive error propagation. In deployment settings where SLMs serve real users, incorporating feedback-based rejection sampling—where only outputs passing factuality filters are accepted—can significantly reduce the incidence of hallucination. However, this may increase latency or reduce generation fluency if over-applied. 
4.4	Calibration	Techniques	(e.g.,	Temperature	Scaling,	Confidence	Regularization)	Calibration techniques adjust the model’s output distribution to better reflect its confidence in generation, thereby reducing speculative or hallucinated completions. One common technique is temperature scaling, which adjusts the softmax temperature during decoding to control the diversity and randomness of generated outputs [56]. For SLMs, using lower temperatures typically results in more conservative and factually stable outputs, though sometimes at the cost of creativity or informativeness. Top-k or nucleus sampling (top-p) can further constrain the token space to probable completions, reducing hallucination risk. Another promising technique is confidence regularization during training, where the model is penalized for generating high-confidence outputs that are later found to be incorrect. These approaches aim to align confidence with correctness, allowing downstream components to use confidence scores as proxies for factual reliability [27]. For instance, calibrating confidence thresholds to trigger rejection or fallback queries can empower SLMs with error-aware control logic without altering the base architecture. 
4.5	Fine‐Tuning	with	Human	Feedback	Fine-tuning with human feedback represents a powerful technique for aligning SLM behavior with human expectations, especially for controlling hallucinations. The most widely studied method in this category is Reinforcement Learning from Human Feedback (RLHF), which trains the model not only to produce coherent responses, but also to prioritize outputs rated as helpful, harmless, and truthful by human annotators [57]. While RLHF has been predominantly applied to LLMs, its principles are transferable to SLMs with appropriate efficiency adaptations. Instead of full-scale reinforcement learning pipelines, SLMs can leverage simplified forms such as Direct Preference Optimization (DPO), which skips the reinforcement learning step and fine-tunes the model directly on preference pairs [58]. For hallucination prevention, the feedback signal focuses on factuality, coherence, and source fidelity. For example, annotators may rank responses based on factual correctness, 
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enabling the model to learn implicit representations of truthfulness. Once trained, the model internalizes these preferences and exhibits significantly lower hallucination rates, even under ambiguous or underspecified prompts. In low-resource settings where human annotation is limited, proxy signals such as automatic entailment scores or factual consistency metrics can be used to simulate feedback. This hybrid approach, though less precise than full human oversight, enables scalable alignment tuning of SLMs with factuality as a core training objective. However, RLHF and DPO are data-intensive and sensitive to annotation quality. Improper or biased preferences can lead to overfitting or suppression of valid alternative expressions. As such, they are most effective when paired with robust evaluation protocols and diverse human raters. 
5.	Performance	Enhancement	Techniques	Due to their constrained capacity, Small Language Models (SLMs) require tailored techniques to maximize their performance across diverse tasks. Unlike Large Language Models (LLMs), which benefit from sheer scale, SLMs must leverage parameter-efficient, resource-aware strategies to reach comparable utility. This section reviews five such methods, focusing on architecture optimization, training efficiency, and knowledge transfer. 
5.1	Quantization	and	Pruning	Quantization refers to the process of converting a model's weights and activations from high-precision (e.g., 32-bit floating point) to lower precision formats such as 8-bit, 4-bit, or even binary representations [15]. This reduces the model size and memory footprint, allowing for faster inference and deployment on edge devices without necessarily retraining the model from scratch. SLMs are particularly suited to quantization because their smaller architectures make quantization-aware training and fine-tuning more tractable. Empirical studies have shown that well-quantized SLMs can preserve over 95% of their original performance, even in dense generative tasks [59]. Pruning, on the other hand, involves removing redundant weights, attention heads, or entire layers based on importance scores. Methods such as magnitude pruning, structured pruning, and movement pruning can reduce the computational load and inference latency. For SLMs, pruning must be applied judiciously to avoid over-pruning, which can lead to severe degradation due to their limited redundancy [60]. Together, quantization and pruning serve as key enablers for real-time, low-power applications, including chatbots, mobile summarizers, and translation systems. 
5.2	Low‐Rank	Adaptation	and	Parameter‐Efficient	Fine‐Tuning	Low-Rank Adaptation (LoRA) is a fine-tuning technique that freezes the original model weights and injects small trainable matrices into specific layers [38]. This significantly reduces the number of trainable parameters—often by over 90%—while maintaining competitive performance across a wide range of tasks. LoRA is particularly impactful for SLMs because it allows for task-specific fine-tuning with minimal memory and compute cost, enabling a single base model to serve multiple use cases. For instance, fine-tuning a 100M parameter model with LoRA may only require adjusting a few million parameters, making it feasible even in low-resource or on-device settings. 
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Other parameter-efficient tuning (PET) methods include adapters, prefix-tuning, and (IA)3, each of which introduces small-scale modifications to model internals while preserving generalization [61–63]. These approaches not only improve modularity and task specialization, but also reduce the risk of catastrophic forgetting, making them ideal for multi-domain deployments [64]. PET techniques have been shown to outperform full fine-tuning in data-limited scenarios and exhibit strong transferability across domains, making them foundational to modern SLM pipelines [15, 19]. 
5.3	Knowledge	Distillation	from	LLMs	Knowledge distillation involves training a compact student model (e.g., an SLM) to imitate the behaviors, logits, or hidden representations of a larger, pretrained teacher model (e.g., an LLM). The goal is to transfer knowledge from high-capacity models into smaller, deployable ones [65]. In SLMs, distillation can take several forms: 
 Logit-based distillation, where the student learns to match the soft target distributions of the teacher. 
 Intermediate representation distillation, aligning hidden states or attention maps. 
 Response-based distillation, where the student mimics the outputs of the teacher in generative or classification tasks. Modern techniques such as TinyBERT and DistilBERT have shown that carefully distilled SLMs can achieve up to 97% of the teacher’s accuracy on GLUE benchmarks while being 40–60% faster [60, 66]. Distillation is especially useful when pretraining from scratch is infeasible, and when deploying models in latency-sensitive environments. However, distillation quality is highly dependent on teacher diversity, task alignment, and training signal richness. 
5.4	Mixture	of	Experts	(MoE)	for	SLMs	Although traditionally associated with LLMs, Mixture of Experts (MoE) architectures have recently been adapted for use in SLMs. MoE models consist of multiple expert subnetworks, with a gating mechanism that activates only a subset during inference, thereby increasing capacity without linearly increasing compute [67]. In the context of SLMs, sparse MoE architectures can be implemented by using small-scale expert modules specialized for tasks, domains, or languages. When only a few experts are active at each step, the effective model size grows, but the runtime cost remains constant. This enables SLMs to achieve LLM-level performance on specific subtasks while remaining efficient [68]. Some lightweight MoE models—such as Switch Transformers Lite—have demonstrated that even models with under 200M parameters can benefit from expert sparsity, especially in multitask learning and dialogue generation [68]. Key challenges remain in balancing expert usage and avoiding overfitting to particular experts, but the approach is promising for scalable SLM enhancement. 
5.5	Specialized	Training	Regimes	(Task‐specific	and	Domain‐adaptive)	Another impactful strategy for improving SLM performance is the use of specialized training regimes, tailored to either a specific task or a target domain. Since SLMs lack the overparameterization of LLMs, their ability to generalize broadly is constrained—making focused and deliberate training essential to maximize utility. 
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Task‐specific	fine‐tuning	SLMs can be fine-tuned on carefully curated task datasets (e.g., sentiment analysis, summarization, NER) using supervised learning. When the dataset is well-matched and of sufficient quality, even a low size model can approach or exceed LLM performance on narrow tasks [69]. Fine-tuning with task-specific loss functions, such as factuality-aware or span-based objectives, further optimizes model behavior toward the desired output format. 
Domain‐adaptive	pretraining	(DAPT)	In cases where the target domain differs significantly from general corpora (e.g., legal, medical, scientific text), Domain-Adaptive Pretraining helps by continuing pretraining on unlabeled in-domain data before fine-tuning. This enables the SLM to learn domain-specific vocabulary, syntax, and concepts that would otherwise be underrepresented in general training data [70]. DAPT is particularly effective for SLMs because it allows for efficient specialization without complete retraining. In biomedical applications, for example, BioBERT and SciBERT-style adaptations have produced significant gains using only modestly sized models [40, 71]. 
Multi‐task	and	Curriculum	Learning	Advanced regimes also include multi-task learning, where the model is trained simultaneously on related tasks (e.g., QA + summarization), and curriculum learning, where training progresses from simple to complex examples. These techniques help mitigate overfitting and promote better generalization—critical properties for underparameterized SLMs [72]. In all cases, the success of these regimes depends on the alignment between training data and deployment scenarios. SLMs are more brittle than LLMs under distribution shift, and thus require more careful data selection and evaluation. 

6.	Comparative	Analysis	This section synthesizes the techniques introduced in previous discussions by conducting a comparative analysis in terms of their effectiveness, computational efficiency, scalability, and applicability to real-world deployment of Small Language Models. Given the diversity of methods available, understanding which to use, when, and how to combine them is essential for researchers and engineers seeking to maximize both factual accuracy and functional performance under limited resources. Table 1 compares considered hallucination prevention and performance enhancement methods 
6.1	Resource	Requirements	vs.	Performance	Gains	The utility of a method often hinges on the performance gain it offers relative to its cost in resources—a central concern in SLM development. Techniques like LoRA, quantization, and instruction tuning strike a particularly favorable balance. LoRA enables up to 90% reduction in trainable parameters with minimal performance loss [38], while 8-bit quantization can reduce memory footprint by 4× with <2% degradation in accuracy [59]. By contrast, methods such as RLHF and RAG yield high returns in hallucination reduction but incur substantial compute and human annotation overheads. RLHF, for instance, requires thousands of preference-labeled instances and multiple optimization stages [57]. RAG’s dependence on real-time retrieval and memory access may disqualify it from edge-device deployments.  
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Table 1. Comparison of considered hallucination prevention and performance enhancement methods Method Category Advantages Disadvantages Typical Use CaseRetrieval-Augmented Generation (RAG) Hallucination Prevention Strong grounding; reduces factual errors; domain adaptable Requires external retriever and memory; slower inference QA, document summarization, open-domain tasks Instruction Tuning Hallucination Prevention Improves alignment and intent-following; reusable across tasks Needs curated datasets; sensitive to prompt phrasing Multi-task systems, APIs, general assistants Fact-checking/ Verification Hallucination Prevention Adds post-hoc quality control; modular Increases latency; may miss subtle hallucinations Critical domains (e.g., medical, legal) Calibration Techniques Hallucination Prevention Controls randomness; enhances output reliability Reduces diversity; requires tuning Controlled generation; high-stakes applications 
RLHF / DPO Hallucination Prevention Aligns outputs to human preferences; adaptable across models High annotation cost; risk of reward hacking Safety-critical dialogue, personal assistants Quantization & Pruning Performance Enhancement Reduces memory and compute; enables edge deployment Can degrade accuracy if aggressive Real-time applications, mobile devices LoRA / Parameter-Efficient Tuning Performance Enhancement Minimal resource use; enables fast adaptation Adds complexity to training pipeline Domain-specific or multi-task settings Knowledge Distillation Performance Enhancement Transfers LLM knowledge into compact models; scalable Dependent on teacher quality; less adaptable post-distillation Model compression, enterprise deployments Mixture of Experts (MoE) Performance Enhancement Expands capacity without linear compute growth Complex routing; hard to train and balance Specialized agents, multitask systems Domain-Adaptive & Task-Specific Tuning Performance Enhancement Highly effective in matched domains; easy to implement Narrow generalization; requires curated data Biomedical NLP, legal analysis, customer service   



Senel	and	Ozmen	/	Research	&	Design	2(1)	(2025)	45‐65	
 

57 

In low-resource or latency-sensitive environments, quantization, fact-checking with lightweight classifiers, and prompt engineering are often the only viable options. Meanwhile, infrastructure-rich settings (e.g., cloud services, research labs) can afford to implement more intensive techniques like RLHF or dynamic MoE routing for SLM orchestration. 
6.2	When	to	Use	What:	Use‐Case‐Driven	Combinations	Selecting and combining hallucination prevention and performance enhancement techniques depends heavily on the deployment context, available resources, and task criticality. While individual methods offer isolated benefits, their synergistic use often yields optimal performance. The following scenarios illustrate combinations of methods best suited for typical SLM applications: 
 Mobile or On-Device NLP Applications: For environments with severe compute and memory constraints, a combination of 8-bit quantization, structured pruning, and parameter-efficient fine-tuning (e.g., LoRA) allows for real-time inference with minimal loss in performance [15, 38]. Temperature tuning can be applied to suppress hallucinated content while preserving fluency. 
 Enterprise Question Answering Systems: Applications such as legal or technical support benefit from retrieval-augmented generation (RAG) combined with domain-adaptive pretraining [70] and instruction tuning [73]. For high-fidelity tasks, integrating post-hoc verification improves factual reliability, as shown in medical summarization and scientific QA contexts [53]. 
 Multi-Task Digital Assistants: Assistant models designed for varied conversational goals should employ LoRA or adapters for modular task specialization [64], augmented by multi-task instruction tuning and direct preference optimization (DPO) to reduce hallucination and align outputs with user expectations [58]. 
 Safety-Critical Applications (e.g., Healthcare, Finance): In these domains, hallucination poses legal and ethical risks. Here, low-temperature decoding, confidence regularization, and factuality-based filtering pipelines are essential. Fine-tuning with human-labeled preference datasets [57] further ensures output safety. 
 Content Creation and Education Tools: These applications may prioritize creativity and fluency but still require factual grounding. Distillation from high-performing LLMs and structured prompt engineering are effective here [14, 52, 66]. When available, RAG modules improve informativeness with minimal hallucination. Each of these combinations showcases the adaptability of SLMs when engineering constraints and task-specific needs are jointly considered. 
6.3	Scalability	and	Portability	Across	Platforms	and	Domains	The scalability and portability of hallucination prevention and performance enhancement methods vary significantly depending on their algorithmic structure and infrastructure dependency. 
 Highly Portable Methods: Techniques such as quantization, LoRA, and instruction tuning are architecturally non-invasive and computationally efficient, making them suitable for cross-platform deployment, including mobile, edge, and embedded devices [15, 38, 49]. Their lightweight implementation also facilitates deployment in environments with intermittent connectivity or offline constraints. 
 Limited Portability Techniques: Strategies like retrieval-augmented generation, reinforcement learning from human feedback (RLHF), and mixture-of-experts 
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(MoE) are resource-intensive and require supporting infrastructure (e.g., real-time retrieval databases, expert gating mechanisms, or human annotation loops). While effective in high-resource settings, they are challenging to scale to decentralized or embedded systems [57, 68]. 
 Cross-Domain Generalizability: Methods like instruction tuning, distillation, and multi-task fine-tuning have shown high generalizability across NLP benchmarks and languages [66, 74]. However, domain-adaptive pretraining remains critical for performance in specialized fields such as medicine or law, where general-domain pretraining is insufficient [70]. In summary, method selection should account for not only model size and accuracy, but also operational constraints such as target hardware, latency tolerance, and domain specificity. A modular, composable approach offers the best path toward scalable, efficient, and reliable SLM deployment. 

7.	Discussion	One of the most pressing challenges in optimizing Small Language Models (SLMs) is achieving compatibility among multiple performance and hallucination mitigation strategies. As shown in the prior sections, many techniques target different dimensions of model behavior—some modify the base architecture (e.g., pruning, LoRA), while others affect training procedures (e.g., instruction tuning, RLHF), and still others operate externally (e.g., fact-checkers, RAG modules). Successfully integrating these approaches requires attention to their interdependencies and interference potential. For example, deploying quantization alongside RAG may lead to mismatches between token embeddings and retrieval vectors unless carefully aligned [15]. Similarly, combining LoRA with RLHF necessitates tuning not only reward signals but also how and where LoRA adapters are applied—especially in transformer attention layers [38, 58]. There is also the question of interoperability across tools and pipelines. For instance, many fine-tuning and alignment strategies assume access to open-weight models and fine-grained control over layers. This poses a challenge when using proprietary or API-constrained SLMs, where only prompt-level tuning is possible. In such cases, prompt engineering and calibration become the only feasible levers, despite their lower ceiling on performance. Thus, the future of effective SLM deployment likely lies in modular, plug-and-play systems that allow for composable combinations of retrieval, tuning, and filtering techniques, each calibrated to the resource and risk profile of the application. 
7.1	Sustainability	and	Cost‐Efficiency	Considerations	While much of the focus in NLP research has been on maximizing performance, the rising emphasis on sustainability and cost-efficiency compels a re-evaluation of model design priorities. Large Language Models have been criticized for their carbon footprint, hardware demands, and data inefficiency [46]. In contrast, SLMs offer a promising alternative—but only if their enhancement techniques are themselves sustainable. Many of the most effective hallucination prevention and performance boosting methods—such as RLHF, RAG, or MoE—require significant training or infrastructure overhead, which can offset the lightweight benefits of the base model. A key direction for future work involves developing low-cost analogues of these methods that retain most of the 
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performance gains. For example, pseudo-labeling for alignment or factuality-aware pretraining might provide lightweight alternatives to human-in-the-loop approaches [21]. Moreover, SLM-centric design needs to shift toward lifecycle-aware modeling, where training, deployment, and continual learning are planned with compute budgets in mind. Techniques such as progressive freezing, dynamic fine-tuning, and on-device continual learning could allow for long-term use with minimal retraining [75]. 
7.2	Ethical	Considerations	and	Transparency	The deployment of SLMs—especially in high-stakes and consumer-facing contexts—raises important ethical questions, particularly around trust, transparency, and safety. Even though SLMs are less capable than LLMs, they can still produce hallucinated content that users mistake for truth, particularly due to their fluent style and confident tone [13]. This risk is magnified in applications involving children, vulnerable populations, or marginalized groups. One promising mitigation strategy is to embed factual confidence scores or disclaimers into model outputs—an approach shown to improve user calibration and reduce overreliance on model suggestions [27]. Moreover, transparency about model capabilities and limitations, including accuracy rates and hallucination tendencies, should be a standard component of model documentation [76]. From a governance perspective, organizations deploying SLMs should consider auditable logs of model decisions, especially when using post-generation filtering or human feedback integration. This is critical for ensuring accountability in regulated domains such as healthcare, finance, and education. Finally, the development of benchmark suites tailored for SLMs, particularly around factuality and task alignment, is needed. Current evaluation standards disproportionately favor LLMs and do not adequately reflect the real-world constraints or behaviors of smaller models. 
7.3	Future	Directions	in	SLM	Optimization	Several open research directions emerge from this review: 
 SLM-centric pretraining paradigms: Rather than distilling from LLMs or truncating larger architectures, future models could be trained from scratch using SLM-optimized curricula that prioritize factual grounding, compression efficiency, and domain relevance. 
 Neural-symbolic hybrids: Combining compact language models with symbolic reasoning engines or structured databases may offer improved reliability, especially in logic-heavy or tabular domains [77]. 
 Benchmarking under constraints: New evaluation datasets and leaderboards should be created that explicitly account for compute, memory, and latency limits, promoting fair and transparent comparisons of SLM capabilities. 
 Factuality-aware decoding strategies: Advances in controllable generation could empower SLMs to internally regulate hallucinations during output generation, obviating the need for post-processing in many contexts. Overall, the path forward involves rethinking NLP not only as a scale game, but as a systems optimization problem—balancing factuality, efficiency, and trust in constrained environments. 
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8.	Conclusion	This review has examined the hallucination prevention and performance enhancement techniques applicable to Small Language Models (SLMs), with an emphasis on their practical deployment in resource-constrained and real-world settings. In contrast to the dominant narrative centered on Large Language Models (LLMs), this paper highlights that SLMs—despite their limitations in capacity—can be made competent, trustworthy, and efficient through the careful application of modular and synergistic strategies. For hallucination mitigation, five major approaches were surveyed: retrieval-augmented generation (RAG), instruction tuning and prompt design, post-hoc fact-checking, calibration methods, and preference-based alignment such as RLHF or DPO. Each offers unique strengths and trade-offs. For performance enhancement, methods such as quantization, pruning, parameter-efficient tuning (e.g., LoRA), knowledge distillation, MoE architectures, and domain-adaptive training were reviewed. These strategies have demonstrated substantial gains in both efficiency and task performance, even in low-resource or real-time inference environments. In light of the comparative analysis no single method seems universally optimal. Rather, method selection should be driven by deployment requirements, such as latency, memory constraints, and domain specificity. Effective SLM pipelines often involve hybrid configurations, balancing accuracy with computational feasibility. Based on the findings, we offer the following recommendations for practitioners and researchers working with SLMs: 
 For On-Device Deployment: Prioritize quantization, pruning, and parameter-efficient fine-tuning to balance speed and accuracy. Use calibration techniques like temperature scaling to manage hallucination risk without incurring additional compute. 
 For Domain-Specific Applications: Apply domain-adaptive pretraining and instruction tuning. Where feasible, integrate lightweight retrieval modules or task-specific factuality filters. 
 For Critical Systems (e.g., medical, legal): Combine instruction tuning with output verification modules. Prefer conservative decoding strategies and, when possible, introduce RLHF or DPO to enforce user-aligned safety. 
 For Scalable Multi-Task Systems: Use LoRA with shared base models and task-specific adapters. Consider prompt standardization or instruction chaining to reduce hallucination and improve generalization. 
 For Model Development and Research: Invest in benchmarks and metrics tailored to SLMs—especially ones that emphasize factuality, robustness, and cost-performance balance. One of the important gaps in the current research landscape is the lack of standardized, publicly available benchmarks for evaluating SLMs on both factuality and efficiency metrics. Existing evaluation protocols tend to overfit the needs of LLMs, emphasizing scale-driven generalization and zero-shot capabilities. These metrics fail to capture the pragmatic trade-offs that dominate SLM usage—such as inference speed, memory use, and factual error rates in low-capacity regimes.  SLM-specific evaluation suites that incorporate the following may be beneficial for further advancement of the field: 
 Task coverage diversity, including both generative and discriminative benchmarks; 
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 Multi-domain factuality tests, ideally linked to human-annotated ground truths; 
 Efficiency-performance trade-off metrics, measuring energy consumption, latency, and model size against output quality; 
 Robustness to prompt variation and domain drift, assessing stability and hallucination under real-world noise. The development of such benchmarks may be regarded as important to advancing the responsible and effective deployment of SLMs in academic, commercial, and public-interest settings. 
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